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ABSTRACT 

The experimental background for the theoretical problems to be in- 

vestigated is first reviewed, and then a brief sketch of the classical de- 

tection problem is included.    A signal-to-noiae ratio is defined, And the 

principle results of the study are summarized and discussed in some de- 

tail, with the important quantities in the derivation of the output sign&l- 

to-noise   ratio after full-wave rectification, for input background noise 

of gaussian statistics; heing obtained from the correlation function for 

the output.    The cases treated are:    1(a)   .1 sinusoidal signal in narrow- 

band noise,    1(b)   a narrow-band noiee "signal" in a narrow-band noise 

background,    2. (a)   a sinusoidal    signal in broad-band noise,   2(b)   a nar- 

row-band noise "signal" in a broad-band noine background.    The half- 

wave and full-wave cases are compared.    Tho important devices, the 

ideal clipper, linear detector, and squa.re-law detector, are considered, 

and compAreri for the extremes of very large and very small input signal- 

to-nciae ratice.    Thus, for all varieties of input outlined above if p is the 

input power signal-to-noise ratio, then for very air-all p, the output power 

signal "to-noise ratio. P, is related to  p  by  P^v^p   , for all devices.    Fox 

sinusoidal signals   (large  p)  and linear and quadratic detectors, P is pro- 

portional to  p, whereas for the ideal clipper, Prxj(ln p)    p .    The exact re- 

lations are summarized in Part 1, sec.  4 of this rpporl. 

•' 

: 

• 

A 

-in - 
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FULL-WAVE DETECTION OF SIGNALS IN NOISE 

by 

Noel Stone; and David Middleton 

Cruft Laboratory; Harvard University 

Cambridge, Massachusetts 

i 

i 

Introduction and Results 

1.    The Experimental Background 

Before we consider the theoretical aspects of the problems examined 

here, it is necessary to review the experimental situation which serves as 

background for this discussion.    Most of the applications of our results are 

of interest when applied to the problems involved in the passive detector 

case;   i.e. , the situation wherein the receiver has no control over the sig- 

nal being detected, and only a certain limited amount of information about 

its characteristics. 

We distinguish firpt between: 

1 fa)     the case where the specific  (fundamental)  frequency of the 

signal, f   , is known, if the signal is periodic, 

1(b)     the bandwidth, B, and mean frequency, f   ; are known, if the 

ajgnal is random, 

2(a)     the  specific  (fundamental)  frequency of the signal, £  . is 

known to lie in a certain band of frequencies, if the eignal ia periodic, ihe 

exact location of f     being unknown, 

2(b)     f    is known to lie in a certain band of frequencies, if the 

signal is random, the exact location of f    biing unknown. 

• 

i 

Jn practice, case i (a) occurs when the receivev is searching for a 

. .iUrce which is emitting a known signal, e.g. , as in certain radar, radio, 

underwater  sound, or radio-astronomy situations.    In all these cases, the 

- 1- 
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frequency is known a priori from other considerations.    However, in ,:ase 

2 (a) above, we have a state   of less information, where the specific frequen- 

cy  ol the sources is not known.    Spectrally, we may  describe the situation 

a c hematic ally as in Fig.,   1. 

w(f) 
Signal 

\ Noise 

Fig.   1.    The "pectrum of th*» input to the   detector 
[Cases  1 (a) and 2 (a)J 

Here, v/\i) is the power spectrum of the wave at the receiver's input. 

The experimental situations corresponding to 1 (b) and 2 (b) may involve 

a detector observing an infra-red source which has an appreciable contin- 

uous scectrum in some freauencv rcstion;   a water-borne sound «iunal of a 

random character., or astronomical noise irom some   region of the night 

sky, otc.    In such instances we may frequently represent the random "sig- 

nal'* as having a spectral shape of the type shown in Fig.   2 below. 

. 

w(f) 

Noise 

h-B 

[Cases  i (b) and 2 (b)j 

As before, caae   i (b) is distinguished from case 2(b) by the fact that 

the central frequency, f   , and bandwidth. B, are nor precisely known i,n the 
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latter. 

-3- 

In case 1 (a) It is clear that improvement in detection results, aB is 

well known, when a suitable narrow-band pre-detection filter is located 

about the frequency f  . ae shown in Fig.   3. 

«'^f5
s !   Pre-detectio'' 

Filter Shape 
Si anal 

Fig.   3.    An example of pre-detection filtering, ease  1(a). 

In this case, the narrower this filter, the greater the reduction in input 

noise,    A Bimilar circumstance arises in case  1(b).    The appropriate 

prf -detection filter here has a finite bandwidth, depending on the signal 
1 -4 J structure and the character of the noise. It the noise is broad-band, 

then the optimum filter has a frequency response, for example, which is 

the conjugate linage of the amplitude spectrum of the signal.    If the noise 

lies in a band narrower than the signal, the signal epectrum being 3(f) , 

and the intensity spectrum of the noise   N(f) , then the optimum  pre-de- 

lection filter,  lT(f), will be one for which 

H(f) \S(f)*/N(f), 

where   \  is .an appropriate constant. 

Therefore  we have to  -on3ider the following models of t.h*» input to 

the detector: 

i (a)   a sinusoidal signal in narrow-band noise, 

1 (b)   a narrow-band (gaussian) noise "signal" in narrow-band noise. 

<J(a)   a sinusoidal signal in brw-ad-band noise, 

2(b)   a narrow-band noise "signal" in broad-band noise. 

Each of thes? corresponds to the detection Situation previously outlined, with 

ih»r appropriate pre-detection filtering.    Apart from the specific  situations 

mentioned above, it is also clear that the analysis can be applied to any prob- 
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lem for which these models are representative 

?..    The Detection Process. 

Let us now review some of the principal features of the detection 

procesji itself, as illustrated for sinusoidal input by the procedure ahown 

in Fry.  4 below. 

PRE-        I 
DETECTION 

FILTER    ; 

J 

HALF OR ! 

•FULL-WAVE 
RECTIFIER 

 ] 

LOW-PAS3J 

FILTER 

D.C. IN- 

DICATOR 

Fig.  4.    A typical detection scheme for a sinusoidal signal. 

The half or full-wave rectifiers are usually linear or quadratic.    The 

scheme of Fig.  4 can be represented spectrally in the manner of Fig.  5S 

the fundamental frequency in the output being twice that of the input, for the 

full-wave case.    The low-fr««»ieRcy,  low-pass filter  (cf.  Fig.  4)  is 

designed to eliminate the harmonics, and admit only the direct current to 

(HALF-WAVE) (FULL-WAVE) 

•• 

T ! 
/ 

d.c 

J-       L 

Low PaSB Filter 

\J 

3f     4f o       o 

input  frequency 

W(/> 

d.c. 

1 

? - 
/ 

Low Pass Filter 

\ 
J ^. 

2f      3f     4f 
000 

input frequency 

urn c£ the output following half- or full-wave 
rectification  for a sinusoidal input of irequ-ncy   f . 
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the indicator.     (The spectral lines here are simply the squares of the absol- 

ute values of the Fourier components of the output,)   These are obtained from 

a knowledge of: 

(1) the nature ot the input 

(2) the character of the nonlinear device 

(3) the resulting output time function 

(4) the decomposition of the output into a Fourier series 

(or Fourier integral). 

A similar operation is required in the more general circumstance where- 

random processes arc involved.    Here, instead of a dine input, we might in- 

troduce, for example, narrow-band noise centered on f    into  either the hall- 

or fail-wave device.    The output spectrum has a zonal distribution (sec.   3, 

ref.  5)  at harmonica of the fundamental, or twice its frequency.    However, a 

low-y»ass filter removing the higher harmonic zones now includes a part of 

' 

* 

i 

(HALF-WAVE) 

V/(f) i W(f) 

Lew-frequency cov-i! uuux. 

(FULL-WAVE) 

Low-frequency continuum 

\        ,N input spectrum 

AT 31 41 I 

Fig.  6.    Typical spectra of the output following half- or 
full-wave rectification of a narrow-band noise luput* 

the input noise spectrum; n*m«lys part of the Low-frequency continuum.    Thus, 

tht d-c indicator responds not only to the direct current, but to an accompany- 

ing noiBe wave as well, which acts to obscure the true d-c reading.    The part 

of the low -frequency continuum which is passed by the low-pass filter we shall 

call here "fluctuation noise.11   The situation i« illustrated in Fig.  7,    Here. 

W(f)    represents the low-frequency continuum,    The fluctuation noise power, 

N*. is 

N H(f)        W(f)    df, o (2.ii 
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where H(0) 

W. d.c 

•V(Q). 

y 
b(i-o) 

 W(f>, 

V/7//r//y 

 L 

_ f      d 
P I 

W(f)    ~ low-frequency 
_     continuum 

|H(f)|     B modulus'- of post- 
detection filter 

B      = bandwidth of low- 
p       frequency contin- 

uum 

Fig,  7,    A spectrum of fluctuation noise accompanying 
a d-c reading after detection of an input noise wave, 

f 

Since a physically realizable filter must have finite bandwidth  (or equiv- 

alently, finite response time) , a portion of the low-frequent, y   COtttlAUUm is 

always retained in the indication, and a fluctuation noise of rms deviation N 

is always present in the d~c reading.    Referring to Fig.  7, if the poet-detec- 

tion bandwidth   1   *   is very small compared to  B *, we observe then that the 
P y P 

low-frequency continuum is essentially constant and ^qval to  W{0)     over the 

frequency range wherr   jH(i)j has an appreciable value.    Therefore, we arc 

justified in writing, for ihis c^sc, 

no 

N"   =   W(C) 
'J 

H(f) i     df. (Z.?A 

In the equivalent rectangular   (ideal)   filter, where 

lK(f)|2 i 

0 

O^f <fp 

fp<f 

(2.3) 

*Her« r the frequency at which  W (f)     is one half the maximum spectral 
inLi-n3ity, W (0) 
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the Hois*-- intensity is 

N      -   WJO)   f    . (2.4) o p 

3.    The Signal-to-Woise Ratio as a Detection Criterion. 

Criteria may be set up, for the performance of a detection system, oi 

the sort shown in Fig.  4.    Given at the input a certain signal-to-noise ratio, 

we wish to determine the signs!-to-noise ratio after the nonlinear operation 

and filtering.    A useful  (though limited)  definition of what constitutes a sig- 

nal in the output may be constructed as follows:   we observe first that the 

nonlinear operation has converted the input into an output indication,  appear- 

ing on seme essentially d-c indicator.    If the signal ia presented as an on-off 

indication   (and such a signal  might appear at a directional receiving element 

when steeling onto the signal source)   then these is a certain increment in this 

<f   i   reading due to the presence of the signal, as compared to the reading for 

noise alone. (We assume   here an ever -present noise background).    This in- 

crement  in the amplitude of the deflecting n»»dle   (or whatever   indicator is 

used!   we define as our signal   (regardless of the units in which it happens to 

be measured).    The accompanying fluctuation noiise constitutes the interfer- 

• nr *   a*  the output;    its observing effect we  shall indicate by an rms  amplitude. 

Then, letting   F - output signal -to-noise   intensity ratio; ( fp      amplitude 

w^   =,   w -n\   r i?i\ 

For a post-detection filter of a shape different from the ideal, we have 

N2   =   kW(0)   f   . (2.5) o p 

Basic to all these expressions is the assumption that the observation time is 

infinite, even though the response time of the filter may be finite.    [For a 

more detailed discussion of the measuring process, taking into account finite 

averaging time, cf. forthcoming report by J.   Storer and D.   Middleton] . 

When a signal is included with the noise, and ihe signal ie a sine  wave,, 

then in addition to the above low-frequency continuum, which represents 

(noiaeXnoise)  noise components  (ref,  5, sec.   3) , the noise also interacts 

with the signal to produce   (signalXnoise)   noise terms which make additional 

contributions to the low-frequency fluctuation. 
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f?.Ho), and   (W .     ) e, .„   .   (W,        )      , and  (N   )c,M   be respectively the out- 
CL, C- £>+ft Q.C.    IN OTN 

put d-c   intensity with signal and noise;   the output d-c intensity with noise 

alone;   <&nd the intensity of the fluctuation-noise, we can write for the ampli 

tude  of the signal Increment, 

3 - V^7.^^' - V^ZT'* 
so that, for our  (amplitude)   ratio at the output: 

. S . 
lN'out V^TcT^ - V^TTS/vG^r (3.1) /    ''        S+N. 

> 
For an ideal filter, the noise admitted in post-detection, N ' ,  is from (2.4) 

I 
Nf   -   W<0)o<f  )x (3.2) 

where   (f  ).   refers to the bandwidth of the ideal filter as defined in eouation 
pi 

(2.3).    For a physically realizable filter of bandwidth  (f  )R   as normally de 

'ined (cf.  p.   6; footnote) , we see that the post-detection fluctuation Roise 

through this filter is 

7 F\ 2 NR    =   W(0)o 7     lH<f>'       df 

Jo 

(3.3) 

=   k W<0)    if )_      . o     p R 

Final results are expressed in terms of the bandwidth of the ideal filter,   (f   ) 

so that a relation is desired between  (f  ) ,  and  (i   )_ .    Comparing filters which pi p  R r n 

pass the same amount oi fluctuation noise, we set 

I 2 
ix,      =    N„ I «. 

and then 

(f   \, p   1 k(VR (3.4) 
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For exajnple, let us consider an   R.C  combination as »h'wn in Fig.  8.    The 

function  I H(f) |     is given by 

.    2 

'HI- I2 

T P   =  TTC 
(3.5) 

R 

v V J 
p 

and 

V 

_-X..-.    - — Y.-« 

CO 

l"i 
I 2   ..       B B(£)i-df-j -5-<yR • (5.6) Fig, o. Typical post-de- 

tection averaging 
circuit. 

;u that   k = y- for this actually realizable type of poet-detection filtering.    In 

all subsequent work  t    in written wherever  (f  )t   should appear( an ideal fil~ 
Mr Mr      * 

ter bein? assumed.    As for (2,4), we accordingly- writ* 

N S+N 
W{C)    f 

o    1 
(3.7) 

Any conversion to other filters may be accompUdhsd with (3,4), 

wm 

(W 
dc.'S*fi 

( W.     i . 
ct.c. N 

W(0) 

&   L-N^^Vt, 

W(f)     = low-frequency 
continuum 

F'g.  9.    Quantities determining output (S/N) ratio. 

For the ideal   fitter, from (2. 4) the output fluctuation m>ij     ,s represented 

hy the total area of the vertical, shaded strip.    Thus, it is neceitsary to 
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determine the spectral intensity a£t<-r detection. V/{0)    , for all cases. 

iW )„  ,.  , and  (W,       1 ., .    The calculations follow the schema (l)-(4), 
d„ c.   S+H <J.c.' K 

p.   5, for the case of a purely sinusoidal signal alone, except that in step 4 

we now require 

(4)   the power spectrum  W(f)  of the output;   which is most, conven- 

iently determined hers from the auto-cor relation function, R(t; , of the 

rectified wave, with the aid of the well-known theorem of Werner and 
6 7 Khintch:ne,   ' 

CO 

Wtf)   «   4  /    R(t) coeut dt     ;        « - 
1 

?TT £ (3.8) 

a<t) 
CO 

. f W (f) cos wt df 

X 

Before the analysis can be made, we must specify the nonlinear device 

to be used in detection.    In our treatment we assume a v-th law device;   i.e. , 

if  %  is tiie  'instantaneous) input and y the corresponding (instantaneous)  out- 

put, then 

y   = 31 x | ( - 00 < x < 00 ) 

for the full.-wave device, and for the half-wave rectifier, 

(3.9) 

y    - p x 

-   0 x<0 

W, 

A useful variety of devices may be represented by these relations, (3.9-10), 

as sketched in Fig.   10.    Thus v -  1,2  represent the familiar "linear" and 

quadratic detectors;   very small   v  provides amodel  of rectification with 

saturation aid large values of v , the response of a crystal over a useful 

range,    { A limitation of thid character!*at.ion is that an additional arbitrary 

parameter   representing saturation, is not included, which may make it diffi- 

cult to fi* to an actual dynamic response over the entire range.    This, however, 

presents no problem in the derivation of the desired output correlation function, 
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Fig.   10.    The general half-  and full-wave vth-la^v device. 

fvom which we obtain the various spectra and powers.) 

•4 ,    Digc.ua aicn of the Results , 

Let us now summarize the results of the present study.    We have the 

following notation: 

(1) p   =   input  a/n power ratio 

(2) f„ =   pre-detection noise band viaih 

(3) f .-,=   post-detection filter bandwidth 

(4;   v   -   power law oi the nonlinear device 

(5)    P        output S/N power ratio 

Then, when p<:. LCI.  eqs i a   GMT 

U>T 

l;H'r) PN.R o 
TV/       T* "_„ 
J. <l   .   11  , 

Q\(v)v (4.1) 

for both sinusoidal and narrow-band noise signals in a narrow-band noise 

background, wh«re  Q     c-os atones a maximum at   v - 2 , and is precisely 

represented in Fig.   12.    it. ia assumed that the input, narrow-band noise 

haB an "optical" (i.e.  single-tv-red)  normalised spectrum, w (f) , given by 

.; gn«M« i i nr«Mirseragk.-sy—tas~wm 
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2 fF w(f)   =   t   -*  (4.2) 

o 

op 

/   w«)df   =   1    ,       £.»£    . 
o 

For a sine-wave in a broad-band noise background, when p<5<i, a sim- 

ilar law holds [Cf. eqa. (10.23) and (10.24)} 

(f)^iPB.B.^Q2*»»P'   ' <4-3> 

where  CMv) hae a behavior similar tc Q. , as shown in Fig« =   13 and 14.    The 
*' l « 

broad-band noise is described by a normalized optical spectrum"; 

Ut  V 
w(f)     =    1    fUi^y.    , '     '(4.4) 

0 " (fF)o
Z    +    l 

(8) or by a normalized Gauss spectrum: 

2 

\j        u 'if Jc  o 

These are the spectra covered by Figa.   13 and 14 respectively.    When both 

broad-band spectra (4.4) and (4.5) represent the rame input noise power, the 

following relation holds between their bandwidths: 

(£r)G   *   Vr   (£F)0. (4.6) 

In both of equations (4. 1) and (4, 3) the striking feature to note ia the modula- 
2 9 

Won suppression effect  *    whereby the output ratio is proportional to the 

• where  £_,  is the frequency interval between half-power points relative to 
max. v,-(ff At  f = fQ. 
* *Both  (f„)     and  UF)p  represent the frequency interval between th« half- 
power point and the maJfc.   w [f)  at  f = 0 . 

•^•^siaassi£3rc9Bsg^L«E^^ 
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6qua:e of input ri'tio for threshold signals. 

We nextc ask how the output depends on the law of the detector.    Exam- 

ination of v-dspendent factors shows th.at5 for both detection achemej   [ 1 (a), 

1(b)] and 2(a) the quadratic detector  (v = 2) yields z. oaasimttra for Q, and 

Q?.    These factors exhibit the general behavior sketched in Fig.   il (for com- 

parison) , the exact forms being given in Figs.   12.-14. 

P/pZ = Q..CK 1     -   f V. 

1 

X       1 

'    i 
1 

1 

1 
1 broad 

-narrow -band 

1 
 L 

band 
i 

0 

Fis 

10 

2 11.    Small signal variation of P/'p    for var- 
ious devices and detection schemet. 

It is clear that P depends on both v and p.    The above remarks ouggest a way 

in wnich the results may conveniently be presented:   we observe that the be- 

havior of a particular v-th law device over the entire range of input (s /n ) 

values la described if P is given as a function of p, with v as parameter. 

Alternatively, if it is known at the detector that the input «ignal has a certain 

value of p. and a device is desired which  yields a suitable value of P (usually 

the maximum), then P is expressed as a function of v, with p as parameter. ) 

Further insight into the operation of these detection schemes for weak 

signals may be obtained from (4. i) and (4. 3).    Let us compare values of P 

for a sinusoidal signal in broad-band noise and in narrow-band noise, when 

a signal of power level cis received through a broad-band channel of width 

(fr^n   T»   • an<! °f a mean intensity per cycle u , defined by 

'5 

,1 

• s 

B.B. 

w(f) 
B'B-df 

K F'B.B 
(4.7) 

n.i^.—r- — ;_«:--f><? ^S^i^Vv^gg^s^^SSS^raSSKsiMiaKSS^g^^SS. ^MB* 
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and when the &ame   signal is deceived through a narrow-band channel of 

width {f^)^j   »   , and mean intensity per cycle,   nN Q    defined by 

on 

"H.B.   = 

wit>i thf same post-detection bandwidth f    in both rase*      If the mean in- 
P 

tensity per cycle for both noise backgrounds is the name , then the output 

power  (P * (S/N)  )   ratios in hoth instance ;»re 

N.B. 
r w       .   cr  ,2i 1 

(O F'N.B. 
(4,9) 

and 

<r ,2, 
B.B. UF'B.B. 

(4.10} 

where we have set 

•*     =     ^B.B.    =   *N.B. (4.11) 

PN.B,   " ^^F'NB 

'B.B. »**MB.B. 

Therefore, the gain G(db) of PN  „     over  P_   _     may be expressed as 

r> Q ii    ) 

G   .    l0log10[     "A-]   =  101og10(ai)+  10log10[   T3f^l]. 

(4.12) 

The factor  (QT/Q->) arises from the fact that no low-frequency fluctuation 

noise appears at the input for narrow-band noise, as is not the case for broad- 

band noise.    Thus, if a broad-band detection scheme were in force, but it was 

1 l i»   i.   HlOiVy known that the signals did not lie in the band  £   , there would be an i 

gain  of.   10 log. Q(Ci,/Q?)  in P, froni the fact that this small band of noise at 

the   inn'-*- does not appear.    The quantity  Q./Q-,  is plotted  in Fij;-   16 for a 

iik^s^MuSaj^BSBSBmatHmKBSSai '••'•-'       • I •<»Tifii»iT-nsTiiiiaaai,s»f'jg^tf 
-   • ~tr— 
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• 
H1 

••• 

: 

! 

w(f) 

Input 
Soectra N.B. 

w(i)T, 

-H«PK- 

Fig.   15.    Representation of wes.k signal detection schemes for a sme- 
wave in narrow-band noiae as compared to broad-band noise. 

general ciass of detectors.    Th« types of narrow hand and broad  band spectra 

chosen arc described in (4. 2) ac narrow-band "optical," to be compared to 

broad-band "optical," (4.4) and broad-band gausaian spectra (4. 5).    Figures 

12-14 provide the data used in obtaining Fig.   it 

At the strong signal levels, significant differences in performance for use 

various types of input signai (e.g. , sinusoidal or noise) appear in the output 

Bignal-to-non»e ratio.    In the. case of a s> .aaoidai signal in narrow-band noise, 

or in hrnad-band noise, a simple dependence on the input ratio p is observed 

forv>l: [cf.   eqs.  (8, 12) and (10. 26), (10. 27)] . 

2.   W-P ~ 
tw^tt"* PN. B.   ~ U^ V',p' ca8e l^S' °r 

,;IH£'FB.B.   *Q4(v)pi caw 2(a). 

(4.13) 

(4. 14) 

(The behavior ofQ,(v), Q^( v) is sketched in Fig.   17 in much the same manner 
J ~x 

as WUB done for small p. )   However. ther« ia a noticeable difference between 

what may and may not b:* plotted at the two extremes of input s/n.    In the 
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threshuid case (p<3), the curves for Q. and Q    are only approximate, 

since there is actually a slight dependence on p in the true expression for 

P, before approximation.    However, this dependence on p is very slight 

(vanishing as p-*0)r, and it does not change the general shape of the carve 

significantly, being easily accommodated £<-T without changing our previous 

arguments.     For large values of the input (s/n) ratio on the other hand, 

no representation of Q, and Q. for all (large) p is poiisible in the range 

around V - 0 (the case of extreme clipping).    This follows from the fact 

that Q3(v) and Q,(v) vary as  l/v .    Thus, in this region (0<V<1) "sep- 

arated" expressions of the types {4. 13) and (4. 14) canr»ot bs properly 

written.    Instead, a suitable modification of Q3 and Q^, depending on p, 

is needed     Note from Fig.   17 that Q    and Q^ approach the limit-curve 

••'. 

-Limit Curve nj "1 
V 

p-depend.ent region, p,->-Pj 

(P^>D 

Limit Curve AJ ~l v 

jjjrjnw -Band. 

Q3 

Broad Band 

Fig.   17.    Dependence of P on i* for large p, and a sinusoidal signal. 

as p becomes larger.    This means that the fluctuation noise vanishes much 

more rapidly than the d-c increment when ideal clipping (v= 0) is usc:d. 

The limit-curves set  an upper bound on P ?>8 p is made larger (for the 

wJs^&MNsBfi&WISSgiS^ffi 
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particuiar device in use). 

Th* significant difference between noise and sinusoidal inputs ia 

brought cut by the fact that (for a narrow-band noise "signal" in a nar- 

row-band noise background, where p;>;> I), the output power ratio Pis 

virtually independent of p, viz. ( 

<£ $<Pnoiae>N.B. - Q5<v) '     P» ]    ' Ca8G  1(b) (4.15) 

The quantity Q- exhibits the same type of behavior as Q_ and Q. in the 

"clipping" (v-^  1) and "amplifying" (v>l) regions.    Tn the latter, P i« 

independent cf p because the input "signal" itself is a noise wave, pro- 

viding most of the fluctuation noise itself (strong "signal" cat:*), even 

as it also supplies most of the d-c increment.    Thus, both the output sig- 

nal and fluctuating background increase at the same rat* for a given de- 

tector law (v>- 1). 

For very large input signal -to -noise ratios-, the ideal clipper is char- 

acterized by the greatest output signal-to-noise ratio.    Over all values of 

input (s/n); the output signal- to -noise r:. io for the ideal clipper is [ eq. (9.9)], 

% 
(f *E£Mnoi»e'N  B. 

F 
X 1.672 [ln(l + p)] 

2 
1.672 p 

2   . 

p<^i (4.16) 

It ia to be noted that the characteristic, p dependence for weak signals is 

present here (4. 16). No such simple relation as (4. lb) exists for a sinu- 

soidal  signal for all values of p,    However, for  strong signals, we have 

i     . 

: 
i 

?    (Op 
(— —-iP = (In p + 0.577)   p;   case  1(a)        p» 1 

W   u 

(£ .—^_) P -- 4 (In p + 0. 577)2p ;    case 2(a) , p» 1 

(4. 1?) 

(4. 18) 

(1 , ?-)p= - (In p + 0.577)2p;case 2(a),p» 1   .  (4.i9) 
"F'G 1   77*JV 

g5gSE^?.^'-Vwk.'. ife^rs ?/, »m:vmiMd! 
s^iBnssftiswraM^^nu^uKfl• 
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We  remark that, exc.ot for  some general  qualitative statements, no 

investigation of case  2(b) (a narrow-band noise "signal" in a background 

of broad-band noise) hasi been carried out.* 

The previous discussion vrvay be Biimmar^ted in Pig-   18 opposite, 

the salient features of which have been remarked upon; the exact curves, 

JE igB.   19-24 follow, with the analytical results appearing In the body of 

the report.    (Part III, sees,   3, 9,   10). 

The effect upon P (th<; output signal-to-noise power ratio) of pre- 

senting a vaviety of inputs (cases   1(a) to 2(a)) to the vth-law devices 

(v  -  0,1,2} at extremes of input signal-to-noise ratios, are summarized 
2   ^P in Table I,    The quantity referred to in each cass is specifically ( -—) P. 

2      up s      F 
The quantity tabulated in rows 7 &vd 8 re«Dectively are (— ,r7r~T—) P and 

2      tj? * T("*To  — 
(—   r-rn—)P   •    H the input r.oi»e powers from these two filters, optical 

tr   (">F)G   — 
and Gauss, are required to be the same for a given signal, then eq. (4.6) 

must be applied, 

<«F>G TV* («F>o * (4.20) 

r)9    V..JH >a r c Quantities in row 8 are therefore multiplied byVfi " v»i 
2     up 

(— HJ}TT\—) P *n row 7 with the same quantity in row 8; e.g. , a signal of 

a given power must be accompanied by a noise of equal power from each 

filter.    Moreover, comparison of identical quantities at the output are re- 
up 

quired to express (,      ^   ) P for both types of spectral input. 

i 

*In thia case, P depends not only on v, but on a ratio of bandwidth of 
"signal" and noise. 
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Table I 

  
Case 

\ 
Description, Input P 

' ' —""    "     '      •_> 

M =  0                           v =  1 v = 2 Row 

1(a) 

Sinusoidal signal 

in narrow-band 

noise 

p«l 1.672 p2 1.928 pZ 2,00 p2 i 

P»  1 
i : I 

(In p + 0.557)   o 
1          K 

2.00 p ! 
2 

1(b) 

r 
Narrow-band 

noise "signal'1 

in narrow-band 

noise 

! 

p «£C i 1.672 p2 .   ,_,    2 
1.. Vuw   p L. 0u p 3 

p» 1 1.672 p2 7.70 2.00 4 

2(a) 

Sinusoidal signal 

in broad-band 

noise (optical 

spectrum) 

p«l 0.77 p2 0.95 p2 1,00 p2 5 

p» 1 
(lnp + 0.577)2p 

4 1? 5          6 
1 

2(b) 

Sinusoidal signal 

in broi-d-band 
i 

noise (Gauss 

spectrum) 

p «1 
7 

Q.446 p2 0.48 p2 7 

n "">>• 1 

L. ,. 
(lnp + 0.577)2p 4P _ 

3.54 V7 
— 

o 8 
i 
1 

3.54   \R 3.54 \fn 

Jl 

1 

1 



1 I ±. £S ) p iiiJiP) P 
T  V TT 

db 

v~0 

(In p)   p^ '—'     y 

AS 

/// • 
/ 

X. 

-K 

^v=2 

CCP 
db 

./ 

Q3(v) 

\ 
\ 

v^ 

pf 
x   r-*ocp 

^K 

•locus of maxima 

p'X.l 

-v— 

p»l 

-~<Q,(v) 

i 10     v 

Fig.   18(a) Case  1(a),   sine wave in narrow-   Fig.   18(b)  Case  1(a), sine wave in narrow 
band noise  {cf.  Fig     19) band noise   (cf.  Fig.   20) 

I 
L 

(lOfcj p )   ^jr 

V      1 
TT 

-—limit curve 

IOCUB   01 
"V--—~_^IT i a x i i z i 

Fig. 18(c) Catie 1(b), narrow-band noise 
"signal1 in narrow-band noise 
background  (cf.  Fig,  21) 

10    v 

Fig. 18(d) Case 1(b), narrow band noise 
"signal" in narrow-bund noiss 
background  (cf.   Fig.   LL) 

Fig.   18.      Output signal -to -noise power ratio, P. for tV.e cases considered in the dis- 
cussion, illustrating variations and features discussea. 
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II. 

Analytical Section 

5.     A •sumptions 

The following problems are presented and solved:   to find the corre- 

lation function for the output of a vth-power-law rectifier when the input is 

(i)     noise alone 

(ii)     noiae and an uncorrelated signal as described in Part I, c*. cases 

l(a>  -   2(b). 

The results of this investigationare applicable to the calculation of {1) 

the output signal-to-noise ratio a.a a function of the input signal noise ratio, 

(as previously  outlined).    (2)    the rms fluctuation at the output of an opti- 

mum  linear -averaging element following the vth -law device;   ( i)   compar- 

ison between full and half-wave detection in the above two instances. 

I 

The condition* which the nonlinear element is to obey are 

(1)   the device is assumed to be frequency-independent.     This is 

a realistic   aMUurnpiion for the following reasons.     When the distributed 

reactance of the device has a negligible effect on a voltage in the frequency 

region under consideration,, our assumption  is valid ab initio.    When *\i<rh 

is not the case, th« distributed reactance may be considered a? belonging 

to the circuits associated with the device, as a lirst approximation *    Jj're- 

quencv-dependence attributable to the associated circuits) mav be intro- 

duced by separate consideration of the effect of all reactive networks upon 
f 

the spectrum, before or after the device. 

(Z)   the value of v is unrestricted and positive;   i.. e > , v J2= 0. (cf. 

sec. 4, ref.  5.) 

The conditions which  the noise and signal at the input are assumed to 

obey are; 
(1)   the noise is stationary;   i.e. , the ensemble of possible noise 

waves remains invariant under an arbitrary  linear time   transformation. 

12.)  the noise belongs to a gaussian i-diidom process. 

(3s   the signal is stationary. 
3 
-i 
i 
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6.     The Output Correlation Fusetion 

We now review briefly the problem of obtaining the correlation ("unc- 

tion of the output for a stationary wave that has bean passed through a 

general nonlinear device (cf.  sec.  5.)   If the input voltage is V, and the 

output current  (or voltage)  is I, then I and V are related by some func- 

tion. 

Si- 

• 

M 

i 

• 

1= g(V)   . (6.1) 

Than, if V(t.) is some function of time, and I(t,) is a corresponding 
function of t:me, the output correlation function is 

R(t) = <i(t1) Kt2)^t (6.2) 
i 

The ergodic theorem implv.es that (6.2) can be replaced by* 

r r 
R(t) a  ^gfXj) g(X2))>     • / I  g(Xj) g(X,) W2(XrX23t) dXj dX. 

(6.'3) 
in the usual way, where  W2 is the juint probability that the voltage  V lies 

in the range  X., Xj +dX.   at time t, and in ihe range  X,, X. + dX, at a 

time, t,, which is t later than t,.       For the statistical aver«ge; f  S  , X, 

refers to  V (t)  at some arbitrary time t,, and X, to V at a later time \-t 

(t, -t|  = t).    The method is now applied to the problem of noise alone,    ne 
consider first 

A.    Broad-band Noise: 

The nonlinear device is a full-wave rectifier whose dynamic charac- 
teristic is 

g(x)-p|x:|v        (co<x<oo) , v>o   . (6.4) 

The input is a gaussian noise, for which W7 , Eq. (6. 3) is 

W   (X1.X2;t)= —i I-11I  exp l-(X:~TX2
2-2.rXiX„)/24i(l..r2)] 

Z^(i-r   ) * 

• If a process is ergodic, then the time average of a random variable is 
set equ«I  (to within a aui uf functions ol'prob. mc*«.*ure zero) to the cor- 
responding ensemble   (statistical) average of the bc<me random variable. 

-r^.»..1.-»-»na.J.ae;Kr.;,    cia.-:.:aaigas.-SL'=rsaaasa.Ma3t.'«aH»fy« 
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\\i = intensity of the noise - V4* 

r «r(t)« auto-correlation function for the input [r(0)= 1]   , 

' 

To evaluate the integral (6.3) it is convenient to use a development 

of "W2 in terms of the  Hermite functions   (cf.  Appendix A), vis.: 

"V   -   , .m 
*2(Xl.X2;t) .   »    2. klL.   r(.r| #<"»<^) *<m'(-^i 

m=0 

X, 

71 (6.6) 

where        ^m> (v)   - 
fl?    dv 

dm        ~T~ e m 

v2 

~T 
= (-!)V(v! ^-~ m   fir 

11 
and H    (v)  is a Hermite polynomial.       Substituting (6.6) into (6.3) giv«« 

finally 

R(,]..yi^"»)m hi (t)   . 4   / 

m = 0 m! o.rn (6.8) 

where the amplitude functions  h are r o,m 

h *   6 o,m        r 

4i|> 
m +r 

1/2       ^ 
/     jxjVm,( —) d*. (6.9) 

-00 

1 

I 
I   I' 

We remark, before continuing the analysis, that many of the results  **»n 

be conveniently expressed in terms of hypergeometric functions, a num- 

ber of which are already tabulated.    Two types which appear frequently 

are 

where 

2^ i (a» Hc*c4 
^    (a)    (b)m m 

U) =   y    —22.—HL     SL- 
1 m! 

.T    0      (c)m 

(a)      • a{a+ 1) . . .  (a + m - I) -   r(a + m)/p(a) 
4*1 

Wo   " l 

Hr-w-irmr-smii nf - r — —-Tin-nm-msr -ir»w~—r ••T-TT'Ti-nr r—nsr t-ir—~~"——"-•—— ••—sass 
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^-»     (a) ?n 
F   (a.b;u>=:   ^   T£r     — . and 

m-U 

Here, it is found that (6.8) can be written 

R(t)-Cy-   ZFX{ - J, -£j JirW1) (6,10) 

C 

B. Narrow-band Noise: 
c 

1   2 
. iiiL .   pr(

v4J-)[      . (6.ii) 
)   • 

Narrow-band noise    possesses correlation function of the following 

lorm, if the noise spectrum is symmetrical about some central frequency 

f : 

We find that 

i (t) = r   (t) coin)   t    . (6. 12) o c 

.2m            ,.vim [(2m)! 1      >^             C°8    ' ^c ,        ,,    , ,» 
>        =ro(t-'        PlS"    /'2I   ;       (6<M r(t) 

!  2"m   J^TTo*    2j  (m+j)l(m-:i)i 

Here   «-,,  factor is one for  j~ 0 , and two for all other indices.    A useful 

identity here i» 

(/mi t i   < I \ i /    \ A\ i—r— - m!  (^).^    . (c. 14) 
2*m 

Wher> (6. 13) is substituted into (6« 10), and all contributions to the cos 2j<») t 

terms are collected, we obtain for the correlation function after full-wave 

rectification of narrow-band noise 

_ao_ 

R(t) --   y^l}     . (6.15a) 

J*0 

- 
The constant C     appears frequently in our work.   Its value is specifically 
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with 

= [Cv'2jl 

23- 

y   •('T)kg6(t 

4=t     (k-j)l (k + IS -j j)l 
cos Zjui  t • J   c 

(6.15b) 

Here  K...  i- the contribution to the Zj'th spectral seme.    The expression 

(6. 15} is identical with the even-zone parts of the correlation function 

when a half-wave rectifier is employed^    (Cf.  ref.  5, page 481.)*    After 

some manipulation, we obtain finally 

vvZ     o (t) 
*j 

j = 0,1.2 .... (6.16) 

Since ^v'full-wave    ~   4 (r-Aalf-wave    ' 
the only difference for the even-zones   outputs in the two types of rectifi- 

cation is that 

f R<t)2jlfull- wave =   4 [R(t),.j.    .- 1     v '2jJhaii- -wave (6,17) 

W'QT the low-IT pmiency continuum, j = 0.      the correlation function*0" a nar 

row-band noise output, alone is simply 

*(t)0-Cy  •   2*V--Z'-7'   l'ra^Z>    ' (6. IS) 

- 

1 

• 

- 

: 

C£.  Eq. (6. 11), ref.  (5). 

7 .     Characteristic-Function Method 

A-  Output Correlation Function:    Transforms 

A technically more convenient approach is the so-called "characteris- 

tic-function method," which may be applied, to both classes   (1) and  ( 2) of 

input, discussed in section 2.    Consider firBi the general half-wave device, 

*B.'ven zones ap>pear in the random noise case for the same reason as they 
do in the simple sinusoidal input case*   a. Fourier  analysis ot the output 
has for its fundamental frequency twice the fundamental of the input. 
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in which giX) exists only for positive X, and 

g(X) • 0   .     X<0 . 

Tl     transformed characteristic iB then defined as: 

(7.1) 

f(i^) =   /   g(X)e-(1$)XdX .   ImOJ<   0 (V . 2) 

^o 

Assume that g(X) does not diverge*   faster than e'*   , whcve Y'8 8lJjme 

positive constant.     Equation (7,2) is  simply a Laplace transform in the 

z • i5 -plane.    Thus, the following transform representation of R(X) is 

obtained: 

1 f fiiM^ )X g(X) « -fi   I    tttDtP****}   ,   Im(*)<  0    . (7.3) 

~"J£. 
where C is a contour along the real "5 -axis, with an indentation down- 

ward around zero to avoid a possible singularity, lor y equal l:o zero. 

If -y Is not zeru. then the contour wc«i:ld have to be shifted down along the 

imaginary J-axia an amount -y.    For the devices we consider, any con- 

tour arbitrarily close to the real   ^-axis is satisfactory- 

3-pi lane 
^imaginary axis 
* for  v = 0 

 w ^7 ^_*  ^ ^ 

  -— •#» <— — - • -«" — -^ — — — '-*£—f i n i 16 

Fig.   25.   The contour for. evaluating g in the 3> -plane. 

A canonical form for R is obtained: 

R{t)-~L,    d*J  di2m
)sl)t(iiz)Fz(il,i2i%) 

4lT 'jfc,      ^c. 

(7  4) 

• 

i 

_" 

*This  is physically quite reasonable, and perhaptt even too strong a con- 
dition, since most electronic devices saturate at tome inout level. X   . 
and for XZ> X   , a usually rerr-.ains constant or H.O<

%
.H to zero. o 
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g„(X) = g'JX) + g'l(X) 

where g 
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• 

where     F(^,fi2;t)=       / W.,(X (. X2; t) e " dX, dX2   . 

oo   -oo (75) 

I 
Here, F2 i» the characteristic function of the probability distribution, W2, 

i.e.. , its Fourier transform, which pos&enei convenient properties for 

our wofKf as will be seen. 

i 

1 
The full-wave case now can be obtained by a generalisation of the 

h»lf-wave cif,e. The most general type of full-wave response may be 

expressed is the sum of an even and an odd part: 
.* 

g(X)=:ge(X)  +  g0(X)   , 

1 
w.th the properties 

1 
gc(X) = gG(-X» . 

j 
g0<x)*-go<-x). : 

Consider first the even part.    This is a function which is symmetric 

about the g-axi«.    Treating the positive and negative halves of g(X) 

a* being half-wave devices, *e may write: J 

r ^ 1 '   (X)  =   -J- [ f   (i?) e^Xdf 

i 
It is immediately obvious that g"  (X) = g'   (-X) .    That is, the first con- 

tour integral vanishes for X<0 , and takes on the values of  g   (X)  for 
e 

X>C , while the second contour integral vanishes for  X>0 , and takes 

on the valtsss of  g   \"X}  for  X--C .    Similar coneiderations applied lo 

the ocH part of  g(X)   result in the relations: 
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go(X) = g'0{X) - 8»o{X) 

•;w- w —    I    f   (iT) e XX 

i".w,sJw,^('I,*V 

Therefore, ir. general, ws have 

=   i   f   f_(it) cos g(X)=   i   |    £e|i^)coi^4^i   /    <0(iJ)tin$XdJ (7.6) 

g(X) we specialize in this report to  g_ (X) , (gQ = 0) , so that g becomes 

g(X)»  i   / f(i^) co» ^XdTJ     . (7.7) 

The outpui correlation-function after full-wave rectification thus is seen to 

be. 

R(t) ***   l d%i l d%z£{ill) IHZ) f2   (§1'S25t) (7.8) 

• 

1 
• i 

! 

where 

CD 

izllvh>t)=f£    2[-8.^1X1+^X2) + cos(l;iX1-!2X2)] 

' W?(X1,X2;t)dX1dX£   . 

B.ecalling the definition of the characteristic function (7.5) we easily see 

that 

i2<!l^2it)"r2^1'V't) + F2(^l'^2:t) + F2{"^^2Jt)+F2^1'^2!t)' 

(7.9) 

: 

• 
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Her* thw first two terms are equal, as arc the last two, so that 

For example, for normal random noise we.recall that 

F2(^,^2;t)=exP[-|(^i
Z + 52

2+ 2^?2r(t)]  .        (7.11) 

5 
If the input is a sinusoidal signal, we find that 

V-V hXt) " ZJ"1^ mJm<Mi> V-Aol2)co'mwoV» 
(7.12) m=0 

the amplitude of iha signal being A^ , and £    ii» frequency.   In (7. 12) 

we. observe that 

- 

Jm(-)-i-l)mJm(»).. 

so that (7. 10) applies for a sinusoid, as well as noise.    Accordingly, la 

the present case- we can write finally 

R( 

1 u2 (7.13) 

!i 

B. Broad-band Noisa 

Here we obtain from (7 = 11) for (7. 13) 

r2(^1,t2l*) + «,
2l-ti»a2

,t) " 2exPt-|<ir + ?2'l co»h[4i^^r(t)]. 
(7.14) 

If the hyperbolic cosine is expanded in a power series, and the result* sub- 

stituted into (7.13) th«re results 

R(1 

*For symmetrical distributions only. 

u , I-.I; 
In    ici 
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And in particular 

h     ,    a o,2n 
1 

2lT 

r -**2 

j wyiin
9   ' °    d$ . (7.16) 

c 

The relation (7. 15) which follows from the characteristic-function meth- 

od is seen to ha formally identical with (6. 8), with m « 2n .    In the direct 

method of sac.  6 the terms for odd m are elimin ted (ci. Appendix 1) , so 

thai the formal identity between the two methods is complete,    The expres- 

sion (7. io) for h    ,     occurs in R(t) when the half-wave vth-lav/ detector 
5 ° • ~n 

is investigated.      The only difference between the full- and half-wave re- 

s^nises lies in the fact that the odd terms  h    -»   . ,   ar« miejlina in the o, 2n+1 s 

full-wave Operation, and the full-wave expression for R(t)    is multiplied 

by an additional factor 4.    (The integrals h    .     may be evaluated by the 

method shown in Appendix E . )   The case of narrow-band noise input alone 

C.  Sinusoidal Signal and Broad-band Noise 

It in well known that the characteristic function of the sum of inde- 

pendent  variables   is equal to the product of the characteristic functions 

of each of ihe variables ',    "   Thus, if the input iJ a nonlinear device is a 

sum of two independent voltages   (e.g. , sinusoid and noise)  we may 

write 

F*(^> t»»tL.     = F,(*..*-,;t)    F,(r\,F,;t)      . (7.17) 2^1   J2      s+n 2x J i    0&     S     2    a I   J2      n x ' 

where the subscripts   «i  and  n   refer respectively to signal and noise. 

With the help of (7.11.)  and (7. 1 Z> R may be expressed as 

R(t)*2     >•     [(-l)m+n+l] Lmlifll   H2      co.  m«t. /     .  m' J , ron o *—rrVi n ! 
/-7     •! o\ 

where  H is the amplitude function mn 
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-^f2 

II       -  4~   \   f(it) ?" J    (AJO "    ""    dr. (7.19) 

Note for m- 0, and A —> 0 that H       reduces to our previous integrals, o on 
h       , so that 

0,71 

lim     H      = h (7.20) .   ..    on      o(n 
o 

and 

lim       H       a 0 ;   ~•  ^ 0 . 
A->0     mn 

o I 
since  J    (A T? )  vanishes as  A ->0 .    As expected for vanishing signal m     o J o DO 

(7. IS) reduces to precisely the expression (7. lb) lor noise alone.    The 

first half of the sum  (7. 18), containing the factor   (-1) , is exactly 

the half-wave expression for a sinusoidal signal  in noise.    T»ie second 

half of the sum, (that containing the term 1)  removes terms for which 

(m + n) ~ 2& +  1.   Then R may be simply written: 

R(t) = 4        > [-5L-JE2]  [vjir(t)]n cos mwQt . (7.21) 

m+n=26 
6=0,1,,.. 

D. Remarks on  (sXn)  Noise Terms 

Before examining the comp'ete expression which arises from (7.21) 

for the vth-Vaw device, we present a short discussion  of (7. 18).    First, 

examination of  H reveals that the integral (7. 19) represents a   (sipnal- mn ° e 

device-noise)  interaction term, in matrix form,   (m !f! n) ,   corresponding 

to the signal statistics [ J     (A "t )] » the device   f (it!) , »nd the noise statia- 
n kii     2 '   nt      O J 3 

! tics   f  exp i" * f  ) ;   m  and n  referring formally to statistical  "state?" 

| . of the aignai and noise.    Since  H __   depends on A     and 4/ ,  as the input 
X*l 11 o 

signal-to-noise power ratio 

?, 
o 

2i>> 
(7.22) 

SZZ^atSSffiSa 
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changes, so  H is sensitive to this variation    K>ch state inside   H 

is a&sociated with a time-dependent term outside of the integral, speci- 

fied by tJte name state number. 

S        =  2[H       - h     ]    . (7.25) out L    oo        ooJ 

W(0)  =4   /     R< (%) dt, (7.26) 

The  d.c.  t»rm in (7. 21) 13 represented by  ri      , since  (0 |f| 0)  ie 

the only term associated with 3 constant in the time-dependent terms. 
HI 

Thus, it is immediately seen that 

z 

O..C.   &VN OO 

represents the d.c.  intensity at the outout,   vith signal and noise as input. 

Since  (W.        )x,"   lim   (V ) , from (7. 20), the d.c,  intensity for 
d.c.  M     s->o      a.c.'S+N 

noise alone is: 

(W,       )M^ 4h2    . (7.24) v   d.c. N o.o 

The d.c. voltage increment, or output signal, is then 

\ 

T 

Note that the output signal increment is independent of the narrow- or 

broad-band structure of the noise.    The only difference between P for the 

two caiiee  1(b) and 2(b) arises from the fluctuate on~nois< 

The  low-frequency continuum at f = 0  ie from Eq„   (3.8) 

two canes  1(b) and 2(b) arises from the fluctuation-noise in the output. 
1 
i 

where   R'   is that part of the correlation function yielding (sVn), (nXn) 

terms only   (exclusive of d.c.) ;   (7.26) depends upon integrals of the form 
I 

f 
T        = r(t)ncosmw   tdt. (7.27) 

The value c? (7. 27) depends, of course, en. whether or not the noise is 

broad- or narrow-band. 
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If N    represents the intensity oi the noise fluctuations (low fre- 

quency output), from (7.21) we get 

»2="--P 2    'm[%rJ*nVn (7.28) 

m+n=,?-v 
4=1,2,3... 

and the output signal-to-noise (power) ratio is given by P = (S/N) 

2 
(£_£.) P = [ H     - h    ]" / u 

CO 

OO QO' *m 
m+n=2^' 
V—   t p 4* | J s   M   • 

H"L 1   .l,n  ,   T r    mn i   . i 
L-TT-J  * ni mn (7.29) 

Equation (7.29) indicate" the manner in which P depends on the H       matrix - mn 
and the T_     "ba.nd--3tifuc.iure" factor.    H A/^< V"4», a rase of interest to 

use here, Eq.  (7.29) simplifies somewhat to 

oo ,_ 2 .   2(m~2) 
t    i»    ,n-rm   A 

m+n=2t      n!(ml) 

£=1,2,3... 

Equation (7.30) IB convenient for calculating P, when the amplitude func- 

tion h    ,/ are known. 

If a vth-law device is assumed, H       can bv. obtained (ref.   I, Eq. A. mn 
3. 14), ao that the total R may he finally expressed as the following, 

R(t) = c.r^ + i)2 > 
-,n,     mm     v2      111 

m      x «n 
V      2, 

1*   1'       P 

lii-rri-i-. *• i, 

£ = 0.1., s , 

ir. w   fc]   , 

(7.31) 

Here  .£'.  = ,*',«*-' - -=-:m f 1; - p) is the confluent-hypergeometric function 

[cf. (6.9) et seq.]»      The separation of the important terms in (7.21) to ob- 

tain 

rt 
i 

W(0) - 4   /     Ri(t) dt 

i 
1 
* 

! 

) 

. 

'' 

is carried out in Part III. 
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E.  Sinusoidal Signal and Narrow-band Noise 

For narrow-band noise, the above formalism 18 net convenient. 

Such a noise wave, having ft symmetrical spectral distribution about 

a frequency f  ,posse 

which cant be written 

a frequency f  , possesses a normalised auto-correlation function 

r (t) = r    (t) cos w    t . ' '       o' ' c 

Let  f    be set equal to the signal frequency, l   .    then tne character' 

is tic-function needed in the canonical form, {?. 13) is: 

s 
m,q=0 

m+q^SO 

* JV*r ll yJ [<co- n-'w0t)(coe q»?t)j. (7.32) 

[In deriving (7,32) we have used the rftisiiw:i 

-z cos Q      >•   .   ,vq.  .  . rt = /    (-ipiJz)ccsqO 

where  I     i« a modified Be«sel-function. ]    When (7.32) is substituted 

into (7. 13), and I    is expanded in the series 

I    = I,„      (s) O Z?    JTi 

^    (Z/2) 
2'"m+2n 

^-K* (n!)(2e-rr+n) ! n-w 

the following ch&racVeriatic zonal structure appearu: 

R(t) =zLR2e(t) 

with 
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°      ^n      nl(a.+ |m.-2e|)l m,n=Q (7.33) 

where  H 5    * «.     2   H       2p I has its previous significance.      The low-frequency 

zone, E= 0. is of greatest interest here:   we 'ind that 

m 
• 

I 

^      (H 
B.(t)o = 4       >tm— 

m,n=0 

*AJ>  • •**   I  A 

! (m+n) ! 
—   ! * r   un 

£       o 
(7.34) 3 

ii 

i 
For the vih~law device, H      ,   ,       has been evaluated,    so that we can 

write explicitly 

R(t)  -c. 

*> 
*vV_(- •*).._ L_    , F,(m+n- -i-: m+1; -p) ij,i     /„ rii+n    x    x 

rn ,*2 
P     'JO 

,n-b (mil     n!    (m + n) I (7,35) 

F    Two Unc ox related Broad-band Noise Waves 

I 

i 

I 
I 

If the "fiignal" noise presented to the nonlinear device be indicated 

n and *£h-"= background noise is denoted by r« , then for an input which is 

the sum of these tv/o statistically independent noise waves, we have di- 

rectly 

F2<$1' ••Sl>tWF2<Sl'!2*t>»' F2^1'?2;t)n (7.36) 

For gausisian noise this becomet! 

V5r^t!n4a =exp[^(?1
2
+S|)exp_[^(tWrMt)]^i§2 

where *T = I|I + 4** - 4* (i + P) 
(7.37) 

• 

- 

: 

and the input  (power)  signal-to-noise ratio is 

(7.38) 

The expression  4*»r   Ixli*y replace  iji  ever /where   In the expreoLion t'.; 

• 

• 
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noiss alone,    ne have, therefore. 

V    - -?n    ho 2n 
(7.39) 

• 

• 

where  h    ,     now contains the factor  «i»_, .    For case  1(b) where both Pig 

ntk\ and noise have the name spectral shape, e.g., r (t) = r' (t) . w« get *,t 

once 

In 

R (t) « 4   >    --^- • • •' ••••—-      (h 

n:=0 (2n)l 
o,2n 

(7.40) 

which, as expected, is precisely the expression obtained for noise alone 

through g(V) , [except, of course, that \\>i» 4*^,1.    Then we can write also 

R"> = cv,p   2rl>Z' -7>7» *<*)*) 

—    ---        % • * W J . 
v.p K 

(7.41a) 

(7.41b) 

Where the spectra of this input noise wave have shapes   [case 2(b)], then 

w n\ - r                »     I    v        v   •   l • r r (t) + pr'(t) ,2 .    .      ... M(t)~CviP     2*1   (" 1' ' 2 ' 7 ,L  rn^TJ J     >• 17.42? 

j 

• •nMn+     *-V* -. *       •' «•»      -» A *-. t   •«.->*» *4      V* ...       t^ -\  «-     »ir«     Vi-» *r*»      ti  U r\ •*»?*•»      ^ Vi r**f«» T In rife      W *•>»"* *-* 1 

which, computationally, is rather an involved exprcsr-ion. 

*-*' ^wo Unccrrelated Narrow-band Noise Waves 

Here R(t)  is identical with the correlation function for noise alone, 

*-  --*»-     ** *-» 

structure for two, narrow-band noise voltage* after rectification, one of 

which is the ''signal", the other of which is the "noise" (and both of which 

possess identical spectra) , appears in the same way, except for the p-de 

pendent multiplier   (C       ) .    Therefore, for the low-frequency zone, we 

get 

CXviwLv    iilcii.      \* ii»    *. vji>ici\.vv;    **' V>P 

»^o5cCv.p   2*1 *-S'-S-   ^'oW") (7=43) 
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When tne noi-e spectra, are different, though still centered about the same 

spectral frequency £ , wo get, corresponding to (7.42), 

R<% " Cv.p 2Fi(" 1' - V, S " '' L"TTT-p) J >   ' 
(7,44) 

w 

A 

i a 
I 

• 

t 
i 
L 

- 

i 

in. 

The Output^ Silgnal -to-Noise Ratio 

8. Sinusoidal Signal in Narrow-band Noisg 

Using expression (7, 35) for the low-frequency correlation function 

R(t) we find that the d~c term" constituting ih* signal are 

iw ) -C    ,F, (-^; 1 : -P) 
'      d.C. 'S+IN V   i     i        ^ 

(•w ]       m Q 
'"d.c. N v 

Therefore, the d-c signal increment S is 

The fluctuation noise power, N^, on the other hand, is given by 

(8.2) 

(8.3) 

Nfc= 4C..C '   ) 

,, £. v i \2 CD 

"v P 
m,n 

r.! (m+n) ! (ml) 1 *' 
(t)"1•1* 

(8.4) 

and the d-c term, m,n=0 is excluded.    If the pre-detection filter is a 

simple narrow-band RL.C-tuned circuit, «*s shown in Fig,  ci>, then the 

correlation function of the input noise is given by 

r(t) • r   (t) cos       t ' o c 

with 

0     VEC F "" 2L   ' o F 

' 
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ar.u 

ro(t) = e 
•writ, 1 (3.5) 

A   cos w t o o 
4- /TI«">I B«0 

D.C. (S^N) 

PRE-DETECTION    DETECTION I-HPOST-DETECTION 

Fig.  26.    Narrow-band noi»e and block diagram of detection »y«t*m. 

Writing  P  .    * (S/N)2 . we have 

2   "P 
irvwj,,  ' * s+n "   Ci{p) 

(8.6a) 

wuere 

Hip) ntjFj (--J;l;-p) - l] (8.6b) 

/   v .2 _,    , v , , i.l    n: 
nr'^m+n    ir^m+n-^jm+lj-p)    p 

2~~"" 
(8.6c) 

'—k,A n ! (m !)    (m + n) ! (2n + m) 

Since G(p) is a rather complicated function, various approximations have 

been developed for the extreme cases of weak and strong input signals 

(p2<Vl . p2»l) . 

A.  Weak Signals 

An approximation for G is developed in Appendix G for very small 

values of p , leading to an expression of the form 

G(p) - gQ(v) + g^vlp + g2(v)p' (8.7) 

for  H(p)  ia: 

IkS.   VOVlVti      ». *-» X 1    A-       *        ;      <*      V. «J J 
1     1 

»»#".iittl wi ^   SfcJ3p* 03dS**as>X<< OX 
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K(P) = (£)2
P

2[i + 2(J--Dp]2  . (S<V 

Accordingly, P can be written 

2   WP 
^ TT-> p-+-* MI<V'P>QI(^P2 • tp2^r< i) 

F 
(8.9a) 

wueto W,   - 
1 "     4g    <"> 

\ O . 701 

is the function previously discusaed (iec, 4} , and M. (v,p)  is a function 

which slightly modifies the shape of Q, , according to the value of p . 

Thus, we have explicitly 

M.'y.p! • g.(v) g, 

1 

'+   -Z-T-\  P + 

P 

2 
\yi TJV* 

This function is plotted in Fig.   27.    Note that as   p  increase*, the func- 

tion  M,   becomes  ahaxtier around   Q<Zv<^2 . &iid therebv t«nda to Harpoon 

out the slight ra&sdmuzit due to Q, (v) .    For extremely agnail p, M(v,p) 

approaches unity, so that (8.9) be^om** simply 

F 
0) . (8. 10a) 

which is exactly the expression (4. 1) discussed in sec.  4E.    The denom- 

inator of Q,   contains an important term, g   (v) , which is: 

»o<v> 
i y <--z>n 

n=l     x  

(8.11) 

The function Q.^ i« plotted in Figs..   12(a) and 12(b), respectively, with a 

db  and direct numerical peals.    Figure 12(a)  is the same as Fig.  (4. 1) 

ref.   13; extended from   0<,'"y-<^l , 
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3.  Strong Signal 

-38- 

in Appendix I) the value of P  ,     is shown for larue P to be: 

1 2       v 2 _ 1 
?   wp >n     L(v)    + (7>   L(v) p 

(-—-)P  . 
'IT  bi _       a+n 1 .5    7 

v     j i +TLT
V
   - 5v - l]p 

rr (8.12) 

L|»)» [1 +p  2 (£+!)] 

This has the form Q~(v), where Q, is described in sec. 4. 

C=  The Ideal Clipper 

For this case v = 0, and when p is large, such a device possesses the 

greatest output signal -to-ncise.    From Appendix D we get 

2  WP 
TT   u„      s+n 

p'ln p + 0.577)2 
.    j  (8.13) 

This last expression gives the departure from the simple dependence on 

p discussed in sec. 4. 

Thus, from the approximation (8  9) for small p; frOxn the exact ex- 

pressions (8.6) for immediatfi valuee of p, and from (8. 12) for large p, 

we obtain the entire dependence of P        upon the input signal-to-noise 

ratio for various vth-law devices, as is shown in Fig.   1?.    If we arc in- 

terested in P        as a function of v, with p as a parameter, then the varia- 

lion shown in Fig.   20 is presented. 

9.    Narrow-band "Noise"-Signal in Narrow-band Noiae 

Analogous tu sec.   8 we  find from (7.43) the low-frequency  correla- 

tion function R(t)„, that the d-c terms appearing in the output signal indi - o 
cation are; 

i W 
d.c.'N'MN 

= C.   ( 1 +„>,2 
(9.1a) 

- 
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«Wd.c>N-CV (9.1b) 

so that the d-c increment is 

s=y~c7 [(i+pj -1] (9.2) 

The fluctuation noise intensity N     is 

N2-Cv(l+p)V  .  Iy (9.3) 

where  I     is an integral obtained from 11 (t)     using the same correlation 
v O 

functions (8.5) for the narrow-band noise as were used in sec,  8-- viz., 

oo 

|-P    f  [^(-S.-S^e-^V-Udt, 

2   W P (9.4) 

[The iuncu.oii  g„\vj   na.t» ueca pcvijumy  ucuiicu in   .,v..ii;.j     v. c na*. 
o 

therefore 

v 
.1   WP (9.5) 

A.  Weak Signals 

For smal' values* of p wc get 

-»   <*> 
(  )  p *   . -r-^jzX       P     S Q, \V) p      , (9.6) 

which ie identical with eq.  (8, 10a) tor a sinusoid in noias.    Thus, for 

n---i-'l . we can write 

» ~ p 
n I + n '  o+n 
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6.  Strong Signals 

At the c;her extreme 
2 (p  "^>>1)   it is ssei: i rom {9.5) that 

li m [1. (1+p)"2]2- 1 

BO that for very larg« input ratios   (D'XJ2C db)  and v^>l , pn(+n  is 

itially independent of p  and approaches. C» »eui 

( l^)P
f^n   -   l/*o<V>=   Q5<v>    • 

F 

as was discussed in sec.  4.    Q^  is plotted in Fig.   28. 

C.  The Ideai Clipper 

For the case of the ide&l clipper   (v = 0) , wc have 

2   WP , ~ _       2 
<7«T)Pn»+»"   P    Qi(0)M2(0.p) 

(9.8) 

Q-, (0)    =    1.6715 

Thiis, 

M2(0,p)   - 

(£.--£.) F =    1.6715 [Ind + p))'. (9.9) 

D    Summary 

The dependence of  P_»i      on   F   for a particular device is plotted 

over the entire range of values of   p , with v as a parameter:    for small 

Pi with the help of the approximation (9.6);   intermediate  p  from the 

exact expression (9.5); and large   p, from the approximation (9.S).    The 

complete functional dependence is shown in Fig.   21. 

We may inveutigate the dependence of F   , .      on v.   inure thoroughly 

for this case [ 1(b)]  tha»- for case  1(a) sec.   6A. sine-; (9.5) is more 
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amenable to exact treatment than (8.6a). 

Let us ciefiri'; a new variable   n such ths.t: 

• 

p = In (1 + p) ; 

then the exact expression fcv P ,   (9.5) C2.n be re-expressed a* 

(I-~-)Pnl+n
s    p2Q1(v)M2(v,p) , 

(9.10) 

ir   w. 

where 

M2(v,p) _    %*>        * t 

u   e 

u   -   ( T)  p      =    (-*•) In (1 i-p) 

(9.11) 

(9.11a) 

(9.11b) 

Wa have the rather elegant result that the output  P  ,        appears as a 

product of three function, each of whose behavior we can determine easily. 

The first  ( a    )  is a scale.' factor depending on the input signal-to-noise 
2        2, ratio.    For »mall p,    p  -~*-p ',  M,  is constant and equvi to 1 over the 

range of interest in v, so that the behavior (9.6) for low input (s/n* is 

preserved.    Q,(v)  is the by-now familiar relation shown in Fig*.   12(a) 

and 12(b), which describe the behavior of various vth-law devices at low 

input signal-to-noise inveia.    It is fortunate that  M_  is a simple function 

of a single variable, u , [ cf.,  (9. lib)] ,    The function M, ie shown in Fig. 

29.    We see that  M,  has the same general shape as the curves of M : 

(Fig.  271, is   hij  is plotted vs=  v, p as parameter.    For increasing values 

of p, the very ""harp" behavior of  M?  in the region  0<;u<C4  tends to 

dominate the small maximum in Q. (v) , as can be seen by a simple addi- 

tion of decibels in Fij;s.  19 and  l<i(a), when p is large.    This acts to make 

the maximum of Q.   disappear, and the characteristic "peaked" behavior 

of M.  near v = 0 is tyoical of the functior. P  .,    .    The function M->  explain, 2. '' n'+n 2       r 

the disappearance of the signal-to-noise maximum of P  , .     versus v at 

large input. 

A|t«in for threshold signals, the maxima cf the product Q.MZ tend   to 

disappear rather rapidly.    Therefore, with (9. ii) for   P  , .    , an approxi- n +n 
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mation has been developed for the locus of  (P  .     )_.«_ ir» *"e w-p- n TH max 
plane.    The details are left to Appendix E;   the results are shown 

in Fig.   30.    Finally, the dependence of  P ,        on v for a given input 

(signal-to-noisc) .is shown in Fig.     22, which  effectively summa- 

rizes The above remark*. 

10.   Sinusoidal Signal_and Broad-band Noise 

It was noted in sec. 7C that the output correlation function (7,21) 

can be written: 

vao^ 

n+m=2£ 

4H2      «    d..n 

ran    m' ] [ r (t)"   cos m w   t] 

/ C        f r (t)" cos mw   t] 
iiui  • O 

"6^1.2... , 

(10.1) 

where the  H haye been evaluated (7.31).    It was also observed in 
nn 

sec.  7D that ihe d-c voltage increment S is independent of the spec 

tral structure- of the noise, leaving the value 

l    oo      ooJ      f    v    L i    1      2, • A i - P; - *j 

from eqs. (7. 25) and (8.1).    Part a! our prcbiem, therefore, in obtain- 

ing  P is to compute the band-structure factor 

4T T = 4   /      r(t)    con m a   t m n / dt   , 

which is needed in 

oo 

W(C) = 4  /     R' (t)  dt. 
v'o 

A convenient spectral model is provided by the so-called "optical" spec 

trum whoee correlation function is 



'<*• 

X 
a 
f- 

_+ 
CL 

^        O 

Mi 
ID o 
q 

o 
rO 

U. 

5 -. 

i 

• 

» 

i 



TR.182 .43- 

r(t) = e (10. 2) 

Frnm  thin  wr  find thai 

4T mn       . rZ , , i' (nu)F)   +(mwo) 
(10.3) 

r rs no A r* tfo tViaf     T 
L       *   11  * 

trum   of the input;     i.e., 

»ifV»    i.\    rftnlariTxy    /.\ * a   frit** •» f'\ T- *•»•» o 11 nun >fc    T\ r\\i/*»i»   ti r\f*r . 

wit\ - 4 /     r It) 
./ 

coe  ut   dt      .] 

for the "normalized" spectrum explicitly one haa 

w(£) = 4 O)F//(WF
2
+ to2) (10.4} 

as sketched in Fig.   3i. 

Fig.  31 .    A normalized  power spectrum of input 
ncife:   "Optical Spectrum. " 

• i.e.    spectrum corresponding to the normalized auto-correlation 
func t.'on   r (t) . 



"^AS* •<»,&~- .vim 

TR182 -44- 

When   w« w-.,   w(f„)  ~ *.v(Q)/2, the value ai the half-power point; 
r s 

w      is the (angular) "bandwidth" of the input noise. 

Expressing the  signal frequency as 

Wo = k WF    ' 
{10,5} 

we can rewrite  T as rnn 

n 
mn F    n~ + (km) 

(10.6) 

Another useful model for the background noise of the spectrum is the 

gaussian response, whoso normalised correlation function is 

r(i) * e 
2 2 •a  t (10.7) 

Consequently, we have 

4T mn v.    ? n 

u)     -. 2 .    o v2     m 
("a~'       ^n" 

The normalized power spectrum w (f)  is 

w(f)    =   4Tn(«)   -   iff.     e        4a' (10.9) 

I 

The half-Dower Doint occurs when 

fa 
i    7 7 (10.10; 

Thus wc designate the location of the half-power point as the pre-detection 

>andwidth of lh<? background nc 

iortnalized input spftctrum !«• 

bandwidth of Ine background noise   bi„ , (c.f.  (10. 10)).    In terms of   to „  the 

1    ,  1.77 u  .2 

w(f) a   _L     (1.77x2 fir) 
"•" F 

(10.11) 
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n 
St: 

,   7_ ^ -. ,1.77k)2   i£- 
Siimlariy:       T        =   -1- (111! VL)   a *n 

mn       Wp ^ 
(10.12) 

Attantloa is saw turned to the calculation of (S/K)    .:   The outrmt noise 
y OUt 

intensity N* is 

J 
N2 = 4f„   /     C      T P X mn  mn 

2   WP     \ 
r    { mn( ^    mn ) .        (10.13) 

I 
ana  since 

• fn     *   '   •'     ' 

WS   Calf W«* ri %*»••»**• 

f 

/    ,-. 
^~i^FTmn):(1°-U) 

m+ n=2& 

C       /C    has been calculated for the vth-iaw detector , and is found to he mn      v 
from (7. 31'/: 

i 5 'mn,       r P n       HT*
1

*      2 ? 
Ji4rTl[~ 3   iFi (e-Jjm+l ;-?)]* • (10.15) 

*{mir n^+i-e) 

Then,   as in sec.   8 P   .      is s+n 

If l 

:- 
7     wp ( r. £L\ P *\,^ = H(u)/G'fp) 

i -; 

!: 
1= 

Approximations with respect to p are independent of the band-structure 

factor  T       , and depend only on H in C       ;   thus, our results will be 

nivr.1 i,i terms of (wPT    w) . i?     mn 

JTIU mn 

1 
1 
i 

A.   \ir'«»Alr ??torna1a 
— — ~::,: •. r  p .  

As before, for small  p,   Q' (p)   can be written as a power Sfirica. 
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G' (P)   •   S0 (v) + g'j (v) p + g^{ (10.17) 

All terms except  g^ (v)  depend on k ,     The general behavior of the 

function for this case is the same a* in »*»ctiona 6A and 9B;   the dis- 

cussion of section 4 applies here also.    The first term  g'   (v) has baen 

evaluated ir. Appendix F.    Neglecting the terms in g,! (v), 15»»1, we write 

(10.18) 

where 8' <v)«   > 
—r  ( T )    n I n=l    *Z'n 

V)2 

T"—7 (wFT0.2n) (10.19) 

Thus, for the "optical*" spectrum we have 

^7 (-^)2 

g;(v)x ^ ;> 
^T r(n+"|TnT 

1 
7?r (10.20) 

and for the uauss spectrum 

{1.77 
«"T        .        V  > v.2 • 

g '    (fl-I ^ ]/  T   (10.21) 

These expressions are to be compared with 

/,;\ y L'i"! 
,»   i-ir + 1 ln t 

11=1 

(10.22) 

which suggests why tne shape of the two curves for Q.   and Q? are similar, 

Notice th%t Q^ i» independent of the spectral location of >he sinusoid in the 

noise.    For the optical spectrum, we have explicitly 
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Q2^opt 

V7 

= 4? 

?. 

CO .    V.i5 
*_2*n 

(10.23) 

2 ». r"< T •*  P(n+^nl{2n) 

and for the gauss spectrum this becomes 

2 
Q,(v)  oo v,T 

(1. 77 x 2ir) > f-^  

(10.24) 

Figureu 13 and 14 illustrate'(10.23), (10.24). 

B. Strong Signals 

For large values of the lap .- signal-to-iiwic-s r*t*«*, w» .««?•« * =• 

expressions (cf.  Appendix G) which, when not in the clipping region (v<l 1), 

may be reduced to 

llnnul   _+<•%... ***<>4«»«»    *•«•*>•*. ru    j»n 1 «..! ..*— Jt 

,2 UP. 

wh c- r c 

<5*^Wa4<^      v>1 

Q4<v") = U*-farTn) 

(10.25) 

For the "optical" case we get 

"*4-©pt. 

since (u_T.J =  i.    For the gauss spectrum 

Q.(v) * (2/1.77 N/T) -i •*      gaudB £ 
v 

The next order of approximation is Summarized by 

2 

t o
s"lM11)+[y(ri>»pr11

+" 

(10.27) 

^ = ^-FTll) + K-1>«Frn+Vt"FT02)^^1^FT225P"1l 

(10.28) 
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which is valid part of the way into the clipping region  {v <C I) . 

C    The Ideal Clipper 

The important case of the super-clipping  (v : 0) t is determined in 
2 Appendix G, when p ">t^» i . 

-> u> 

TT  w 

P'   O xp    fe^LlL 
s+n \ -m 1 .is 

-1 (10.29) 

•   i 

where y is the Euler number, y= 0.577.    For particular background 

spectra, we use the results of (10.26) and (10.27), so that for an op- 

tical spectrum: 

£ 

<ln + vr 
4 

t 1 (»      irti 

arid for the Gauss spectrum: 

w. 2      P 1 2 ( i. _J1.)   P        =   i    [hi pty!   P , 
F 1.77 tw 2 

(10.31) 

!    t 
i    i 

! 

It is possible now. as before, to plot   P   ,      as a function «.»i  p , ful 

various vth-law detectors,   with the help of (10. 18) for low-input levels.; 

the exact expression, (10. 14) for intermediate values of p, and (10,25) 

for large input ratios.    The clasu of spectrum chosen for calculation i« 

the gauss, with 

k • 1/1.77 . 

! 

1   1 
j ii 
i ? 

Th'fl value of k corresponds to w    = a. , or tne case where the sine sig- 

nal io at th.s.1 paxt Of the input power- noise spectrum where the intensity 

is 0.788 w(0).    The   results oi this calculation are summarized in Wig. 

23, where 

2 
ir 

1.77 frt 
F    mn 

m 
4n 

A^-i". curves cf P are provided for constant  p , and variable  v , and s^n 
are presented in Fig.  24, 
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APPENDIX A 

JSxp ansio"  nf W? in Terms of Hermite Functions 

The development of W-, in Hermite functions require first the 

Fourier transform of W, .    Part of this is expanded in a power series 
m 

containing the correlation function,   and then the inverse transform is 

taken, giving us once again  W-, .    For normal random noise   (v   - 0) , 

the characteristic function is 

F2 = exP[-£af + S2 +2*l$Zr(t))i  =F(W2'- (Al) 

(ref.   1, e<j.  (Z. 16)).    Expanding F-,  as a power i»eries in terms of the 

input correlation funciion, r , gives 

k 

FZ(%V._l2lt) t )    -      ?       .' •        Ji    t ,   e ftui     v, *i } 

tiTt 
ir- <* * MH»     ^2* / A  5 v 

The inverse   (complex)  Fourier transformation is 

G2(XrX2;t)      =   -ij     /    dSj    /    d$2 F2(^1.'S2it)««p-i[^lX1+J2lC2]i 

C, C (A3) 

In general, Q.is the contour, shown in Fig. 2.5 , in the complex f-plane. 

Here,  however, C   extends along the entire real axis.andso G-. = W2(X1,X2;t)! 

Thus we have 

V , k !  - rit)! 
lu 

(A5) 

From considerations of symmetry o: the to* 
k W 

<"    ^^O      YY or,,)       "P O*-.-,      Vf 

we ti'itft that.   C.   is different from zero   for  k - 2m   only., and  S,   exists, for 
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k - 2m + 1  only      The imaginary terms go out, as was to be expected, 

3ince the original function  Vtf? is real.    From <aq.  (A3.5} «f ref.   1,  v»£ 

hav« for the oven terms, (k = 2m) ; 

Ck(X} - 

1 
JT«T y Cp 

2^      (    « Ixix 
i   ? 

-ft 
COB Xtj e d^% 

m{ml)m4(2m){_Xj   (A6) 

*4> 

-?m) •'"• where  ^x       'is the Hermite function,  4   "' - 

x 
1 dn        " T~ 

(Hi      dxn 

For the odd terms, (k = 2m • i) we get 

CO 

Sk(X) - 

Thus, 

Z\h" ' I    — 2m + 1 •4*2 „   - 
sin Xf e     2b   df   =(-Dm+10Um+1)(— )• 

IATJ 

7H" V41 

— 111    I      A 

and therefore we can write 

• A 8a) 

(A 8b) 

1 

W2<v     X   ;t)=    1    y   jj^^L   ,00^, ^k)^ 
yy 

(A9) 

for  t = 0, W,is a ©-function,  6 (X5 -0, X,-0 ), so that the expansion is 

not valid for thi6 value of t - 
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APPENDIX  B 

i The Calculation of R(i) Directly from W, 

Her« we have for the amplitude function •» 

I 
ii 

! 

ho,k-^^k+1^H 

OS 

-oo 

Xlv 4     ( X/ff)  dX 

(Bl) 

iB2) 

with, 

(2ml x) ,      * .    ,2m, . £rn ,(21X1+1),.    v        _ -ivi«     i;   . v ,  uu ,      , • i.i» , 
0 (|i) ~   * \-jXI   i     0 \ fij   "     0 \ "p. /^   » 

from the integral definitions of the Herrmte functions   (App, A) . 

Hence, by the symmetry properties of the integrand. 

L ,    , , =   0 , ar. 

9P 
L2m=  2 

„ V   / fcili /    Xrrf~"(-S-)  dX =   2C   I 

oo r .     -.2 
A       A 

X" .F,(-m; ^-; )   dX 1" 1 
(B3) 

2ijj 

from ref.   1, (A3.9}*   The constant  C  is specifically 

t 

c =    1   (-i)m ^Zm)! 
f2i 0m 2    m ! 

To evaluate the integral, we choose a typical term 

(B4) 

op 
2kfv 

i/-r l 

dX 
(24»";     /-, .    2     r . v+i, , vf) , 
—^—  (i}>) r i --•-; \ --r—)i 

We hav^i 



ma 

i 

> R i He 

2m 
- c r (2dj,s r v+l .,"7 

/ 
(Bbl 

wit.n 

> \      ^"Vk^irU      1 -   ,  m    v+l    1. n 

(cf, section 6(A) for the definition of  2Fj ) .    Th« value of     /      i« 

= r{^)r(m^}/n-^)r(m+^) = (-J)m/( z> m 

I  s 
I      r 

from the relationship (rcf.   1, A3-20 (a) ) : 

,F, {*,£ i y, I) • f*(t) '^iy-a -p, ) jr(y -a)n(t - p) ;   Re|v-a-«)>0 

U !    ! 

Hence, we can write 

2m <-^>2 

(Tv*_m 

The laat factor is unity, since 

(B6) 

(2m) 1 
~mT 

.2m r( 
fT (k z21" (i) x 2 m 

Thus, we have for the correlation function 

2m 
..ni 

fc(t). /    r(t)""4[|5r.! h 
2 

G,2m 
m~v 

=   C v   2* i 
F.   1-  »    -   £; i;   r{t»2» 

2 '     2 '  2 '     v  '    ' 
(B7) 

where; 

3£*     '- 
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APPENDIX C 

CaleulaUaa of G(p) /<.>r Small Input (a/a) 

We want G(p) in th.s form 

G(P) = ajv) +• 81 (v) p + g^iv) p 

Using the terminated aeiiee repreaenting ^Fy 

-1 

jrjia.p  . -P) • U     ^r     Af^+l) TJ 

(Cl> 

(C2) 

8 

3 
T 

I 

we find that 
00 

g (v) * Y^ b 
n=! 

no ao 

whert 

si(v) " 2 /IiN VnV "*" ?* Zl  Cn 
n=0 n= i 

e,(v)=V?2n2b    + (i- 3N) ii»    + £(3N-l)h   +2 V(N-1)G    -nC„ ~c~ £ \ 2 n       2 n      t n        /   y n « 
n=l n=0 

CO 

<-       £ \ « 
r.-0 

(C3) 

N - y i   ana (G4&) 

R 
1 

i-N) 
n-r-i i-N) n+2 

b« = nlnl(2n)    ;        Cn _ «i(lfcklU{2n+iT   '     dr. ~ n!Tn+2J IfS+ZT {C4h) 
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DeO. tie the qii*.ulitiea : 

•&4- 

i 

! 

2,   (N) 

 HJ- 
M. *tk« »   111) 

-    1     =   F,(N> 

P(2Ni 

VW+I- 
=   F2(N) (C5) 

! 

^ 

^1 _J n nC       =   r.(N) 

1   *\ 
\ 

Then we find: 

/       n bn 
n=i 

-     tr-    i+.t\'l ? 

»2b 
N* 

n (F2+l) 

n=l 

^0 " 

N' 

(C6) 

Consequently, we can write 

! 
gj(v)      *   N[2|Jo(N)j  -Fj+ 2F3 (C7) 

I & 7 \"> 

t     N2F, + 2(N - 1) F, - F 4 + -» N2. 

.•3^"'.rir5ii«^iacL^! 
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APPENDIX  D 

Calculation or (P ^^ B     foir Strong Signal* 

As in Appendix G, we writ'. 

N   = v 
V (1)1) 

We use the ^asymptotic e*pan*ion for   jF, [rei.5, eq. (A3. 3)]  : 

for the numerator of P   ,    then, 

2N 
H(s>) • [ ,r.(-Ni i; -P) •• 1]Z -  —P—r     Z (N.p) 1 l rw+ir 

2   -i -2 

end 

UN) - [l + r<N+l; p"N] 

For the denominator   G(p)  we use 

F, (mtn-N, tai 1; -?)    = r 1 

^2» K M T* e 

r(N + a)' 
•y   P mn 

iViii 
< + 2(N-n)(N-n-«»)p "l>  + iN-n)(N-m-n) 

[2(N-n-l)(F A •* \ * •« ' 

_     _'. ...ill 

Thu»: 

CTTpT 
p -£• 

j)      J»._T       ,-\ 

^(P X 1   -a-Zn.,, 
>'     P v-'       l—. •       ' mn   m: 

(D2) 

whcr«   Z(N,p) =  L(N|SL(N)N   p"   + [ L.{N) N*(N+1)   4 N*] p" (D3) 

iW 

• 2{m+n)p2Nf       (p) (D5) 

(D7) 

^-^-^SKsratii^ni^^ 
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C 
-    ,'-N)      ~ (J*fl-n) ri»'        m+n * " 'n 

f 1,-M-r i ~-,\f 

Thus, using C',«j C' rt, C!,,, ard CL*i wish the corresponding f 
mn 

Including termr only in p      in Y and s, P ,    is thn; 

D        i XJIII ;      T IN      Ltii^ > u- i 
9T ~ -*—t   < ^T 2N'- (i +^-{10Nt'- ION - l)p       I 

which holds p&r* of the wa.y into the clipping region (v< i). 

For the ideal clipper, N—*Q; *o that we have 

L(N) —>N(ln P + v) 

from 

and 

-N        -Nino., ,      _- , 

RN+1) =R0)'+ NP«(0) = 1 4 Nf   , 

= Q.5772.    •,   Eider's number 

In this cabe, 

(B8) 

<I>9) 

1 ? -1        f*t~lY£ ~> -7 
Y\N..p) • 1 + ~ (10Nr - ION - l)p      + ^-Vsr— (58W" - 128N+4)p (D10) 

\U 1 1J 

H(p)/CMp)ttf|(lnp+Y)2/[l -£p"l+ ... ]» 5(lap-+T)2 (D12) 

'"1 • ir-r ! ••ini -i-w-nnr-iwwiwiinwiiiiii'Tr-rTiiir-~irT—nirr -TTE; niimrim "»fl wnr-r—^—-——-atas r- iKS^^^fiaaflg 
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APPKN&JX E 

rjk 

Calculation of theLocua of  (P  ,     ) in the   v-p~piane 

53*. 

We substitute N " w/2 in the expression for  P ,,    , so that we find * n xu 
that the condition for a maximum of  P .,     as a function of r* .  (in the p'+n 
vp-plane), is determined by the condition. 

&, j^ •   fat     . i y  <L   Oj       , (jB.i) 
"" dN" 

•• 

whe^ P., .    •    p2Q,(N) M..(N,p).    f?0«s (9.1i; n'+n i & 
I 

In the reaion in which we sue interested, Q. (K)  ft*ay be approximated 

Ux*    -a     r,*».aKAla [    ff ATA     TT4ff !  7  V K \ 1   _ 

• 

Qj(N)« [2 - k{N-l)2] (E2) 

with k =   0. 33 

t 
that 

w bore 

M,(Nrp) =   ^ 2    2,1 ft    :      P=   m(l + P). (£3) 
IpN)   e    ? 

from  (9. 11a)  .    Performing the indicated differentiation (El), we find 

e rN (a p*b) = 2ap + b (E4) 

a = N(2-k(N-l)fc)   ;    b = 2 + k(N-l). (E5) 

To find a value of   s which i« maximum at some value of N, we must 
s ... . solve tne transcenaent&i eouation. 

.•P».  ^   tl. (U) 

Since most, of the intersections of these t\vo lines are very close to 

ZVi^l£&&Si$sZ^mE3S^ 
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a -   0. »v approximation may  >>e used fc>     e  *"", viz.. 

e -   A •»- pi^ T     r ,^ '—      j, 

so that or. soJvin.g for    a     we obtain th« quadratic equ&iinu 
i 

— 

The solution of this equation Js 

p * In (1+p) * p =   .. JX + [ j£  -  z 3       > (E8) 

H   __   3-C(l-N)( V2 - Hi   .   f     A-, 2C(1   N) 

N  I c-UU •Nl    I W. L •_" V. I * "" • '   J 

For the rau8cD of interest, this may be writiea as 

i 
by the binomial theorem, and 

E .; 
1   C 2k(l-N) p  =   .«.._. K »  

[   J   -  rv «   »  - »? , \ y     IN , J 

E 

The expression (j£9) was used in obtaining Fig.   29,    The expression can; 

of cour»c, be siiurs accurately represented by replacing }> by log (1+p). 

- 

APPENDIX  F 

i 

The Calculation of   C (p)   for Small Input s /n 

Only uiie term of G* (p)  i8 calculated here:    g'{v).    Setting   ,F. ••* I 

in the expression for   C (10.5). we obtain, for pO-" 1 •  *'<' -   1. 

(E9) 

s*««(Sar:***W«!l^»««?S»»^=^;^ 
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,n 
«mA?s-^ni?THv 

ns + n   z 
i f_„ a , i 

mii   v iml) °F «•"riHTTSr 
i* ii 

)Here g^(v) corresponds to the fei=m of {VI) for which m»0. sc that 

SolV)       Z_^ l(HenJ v ^F" 0.21C w + j _ k)- 
k-i a 

(F2) 

svher* w« have aet Z'O - n = 2k. 

From (6. i4) we have 

,2k 

wn IR-ki 

and from the definition of {*),_. we can accordingly write 

r-..V     .     ,t/rvV r«-"> < f     .     nil v 
LI    ('£   T    1J./I   V£ ^ + <F3> 

I 

I 
Hence, we have 

i»-    > TT 
W

F o.2k' 
rr:  * i (•**. 
it • • i i. £•. 

(F4) 

:M-^/»<«sa»«M»MiMBIC«^SSalSS3«SSWK«;*«S^^ 
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APPENDIX G 

The Calculation ol  (?   ,   )~   _     for Strong Signals: 
'.  -~—~-—i a+8 a,. a. — y     v     — 

Broad-band Noise, with 3. Geneva! Spectral Shape 
II 11.  ,      ... JIMIII 1.1. 11     M 111       '  . . n_^_.»tw.-ii.,Ji. 1 -     » 

Us;.rg the same assympioUc form for ,F, a=in Appeal* D, sines 

S, the signal increment, ia independent of the signal band structure, we 

have: 

JIN   -   VI (Gi) 

H(p) =   —- r   2{N,p) (O?) 
r(Nf i)** 

where     Z (N.p)  -   L JN)* + NZL;N) p"1 + [N2(N + l)2 I.(N)+N4j p"2  <G3) 

and 

L(N) = [ i 4- T(N i 1} p"N] (G4) 

wnere now, 

where 

r(N+l}2     Ctr>n r   -n   2n
1f/    v.    .     y. -2 ,   . 

TR TT^        mr*        n!J il    2 p  v     2 £ -mJ    -mn,r 

p v " 
(Ut) 

t? 
*mn 

(p)  *   1 T 2(N-6)<N + rn-gj p~ (G7) 

+ (N-S){Nlm-e)[ 2(N • 6!(N+m- S n) 

-4(N-£)  - m +1] p"?' (G7) 

Hence we write 

1    s 

•   . 

Howeveri ihe denominator G'{p) is (10. 14) 

G'{p)      / ;."       (o^T       j C5) 

m-t-n*2C 

11        1 in  mi   !•     IIH 1 illinium mi v mimiiiTO 1  '"i  j 1    :  .1.0.1  
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(12£)F   - ~—    R^i^ ^  
* >, 

(G8) 

Collecting terms from g,., «n ,s g^,. g*«. i^d g,-, we obtain 

ji _£V p       = _J1_ [A   -f A. p"A + A? p H (G9) 

A^ • («rTn> 

^1 » 2N(N-1) Tn + *- TC2 r (N-l)2 T2? 

; 13  ' 1 *      "}       33J (GIO) 

For the ideal cupper, as is Appendix D, 

I 
l 

Z 
]itP-   M2S- e (In P +V)2     ,    Y = 0, 5772 • • •     .      Euler'* number; N N »*"»-»»» 

r for v  a 0. then 

2,, »^~i P      C*' p(ln c +\)  'VlLA.    * A, p~* + A_ p 
-7. 

(Gil) 

R 

:*p (iii p +t j it A ("-'i «-• 

~ ni-TTiwwmnrfii"iiinw "Tiirrnir v~i     i   i •" — -,—••imii-1—ii i   MI       •• •   Mi   i'i iimii inrimwiir"ir»MiWfi>i«mi| »ij,iniiii_ 
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